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Abstract—In the age of data and machine learning, massive amounts of data produced throughout our society can be rapidly delivered to various applications through a broad spectrum of cloud services. However, the spectrum of applications has vastly different data quality requirements and Willingness-To-Pay (WTP), creating a general and complex problem matching consumer quality requirements and budgets with providers’ data quality and price. This paper proposes the Information-Centric Networking (ICN)-based data marketplace to foster quality-data trading service to address the challenge above. We embed a WTP mechanism into an ICN-based data broker service running on cloud computing; therefore, a data consumer can request its desired data with a data name and quality requirement. By specifying nominal WTPs, data consumers can acquire data of the desired quality at the range of maximum nominal WTP. At the same time, a data broker can offer data of a suitable quality based on the profit-optimized price and the proposed service quality using ground-truth accuracy trained by data. We demonstrate that the data broker’s profit can be almost doubled by using the optimal data size and budget determined by considering the one-leader-multiple-followers Stackelberg game. These results show that a value-added data brokering service can profitably facilitate data trading.
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1 INTRODUCTION

Applications based on Machine Learning (ML) require large amounts of data collected from various sources. In particular, ML model training requires high-quality input data. Because data of many kinds are now generated on massive scales, it is increasingly easy to obtain such large amounts of data from cloud-based data marketplaces. However, these marketplaces face several challenges stemming in large part from variation in the quality of data stored in the giant silos of heterogeneous cloud services and variation in data prices due to the mass production of data. This hinders the development of cost-effective and high-quality ML-based applications. To address these problems and make it easier for customers to obtain data of a quality suitable for their needs, Krishnamachari et al. [1] introduced the idea of a marketplace architecture that allows data brokers to buy “raw” data from data providers, apply data analytics, and sell “refined” data to data consumers. Together with the emergence of data service providers (e.g., data brokers), this will allow data consumers to obtain data at a range of well-defined quality levels and prices. The quality of data depends on the applied data preparation methods and the computation power of the data service providers (e.g., data brokers). Therefore, in a cloud-based data marketplace, individual datasets can be provided at several different quality levels. Khatri et al. [2] suggested that data quality can be evaluated in terms of four dimensions: accuracy, timeliness, completeness, and credibility. However, these dimensions are not directly applicable to the quality of data used for ML model development because the data quality is usually evaluated based on model accuracy [3]. This work focuses on data used as an input for ML-based applications in heterogeneous cloud service domains, so we define data quality based on the accuracy of the trained model [4].

To determine how much a data consumer should be willing to pay for quality data, Niyato et al. [5] introduced the willingness-to-pay (WTP) function, \( \omega = \theta(D) \), where \( \theta(.) \) denotes the nominal willingness-to-pay, and \( D \) denotes the data size. Thus, \( \omega \) the actual willingness-to-pay, increases as the data size \( D \) increases. Pedro et al. [6] also claim that model accuracy increases with dataset size, and many previous studies have evaluated model quality based solely on the size of the datasets used in their development.
To enable quality data discovery, we embed the data quality function, a mapping from multiple quality factors to data quality; previously reported utility functions only map data size to data quality and thus allow even low-quality data to achieve 100% accuracy if the dataset is sufficiently large [5]. However, in practice, the accuracy achievable with a given dataset is limited by its quality. Therefore, our utility function limits the maximum achievable accuracy, denoted by $\Delta$, based on the data quality. Furthermore, it allows for the possibility that higher quality data may allow maximum accuracy to be reached more quickly than would be the case with lower quality data.

- To enable quality data discovery, we embed the WTP mechanism into an ICN running in a data broker. Unlike previously proposed data marketplaces, this allows data consumers to directly demand required-quality data from a data broker using a nominal WTP. Furthermore, we deploy the data broker service in cloud computing to support data discovery transparency between the IoT service domains and the cloud and ML-based applications.

- We formulate one non-cooperative game between a data broker and data providers and one profit optimization problem for a data broker that purchases raw data, improves its quality, and sells the refined data via the cloud. In the context of a one-leader and multiple-follower Stackelberg game, we let data providers (i.e., followers) determine their optimal data size followed by a data budget decided by a data broker (i.e., leader). Then, a data broker determines the optimal service quality, service price, and data budget to maximizes the data broker’s profit.

- We introduce the data quality function, a mapping from multiple quality factors to data quality; previously reported utility functions only map data size to data quality and thus allow even low-quality data to achieve 100% accuracy if the dataset is sufficiently large [5]. However, in practice, the accuracy achievable with a given dataset is limited by its quality. Therefore, our utility function limits the maximum achievable accuracy, denoted by $\Delta$, based on the data quality. Furthermore, it allows for the possibility that higher quality data may allow maximum accuracy to be reached more quickly than would be the case with lower quality data.

- To enable quality data discovery, we embed the WTP mechanism into an ICN running in a data broker. Unlike previously proposed data marketplaces, this allows data consumers to directly demand required-quality data from a data broker using a nominal WTP. Furthermore, we deploy the data broker service in cloud computing to support data discovery transparency between the IoT service domains and the cloud and ML-based applications.

- We formulate one non-cooperative game between a data broker and data providers and one profit optimization problem for a data broker that purchases raw data, improves its quality, and sells the refined data via the cloud. In the context of a one-leader and multiple-follower Stackelberg game, we let data providers (i.e., followers) determine their optimal data size followed by a data budget decided by a data broker (i.e., leader). Then, a data broker determines the optimal service quality, service price, and data budget to maximizes the data broker’s profit.

- We introduce the data quality function, a mapping from multiple quality factors to data quality; previously reported utility functions only map data size to data quality and thus allow even low-quality data to achieve 100% accuracy if the dataset is sufficiently large [5]. However, in practice, the accuracy achievable with a given dataset is limited by its quality. Therefore, our utility function limits the maximum achievable accuracy, denoted by $\Delta$, based on the data quality. Furthermore, it allows for the possibility that higher quality data may allow maximum accuracy to be reached more quickly than would be the case with lower quality data.

- We demonstrate how a data broker service running on cloud computing resources can generate datasets of multiple quality levels with different costs and maximize those datasets’ profitability using the proposed utility function. We also demonstrate that it is possible to profile each dataset’s quality using the data quality function and find the optimal data size, data budget, service quality, and service price for a given use case.

The remainder of this paper is organized as follows. Section 2 presents the system model for the proposed cloud and ICN-based data marketplace using quality-data discovery...
and a game-theoretic approach. Section 3 formulates the non-cooperative game between stakeholders and defines the utility functions of three stakeholders to solve the profit maximization problem. Section 4 demonstrates how to generate refined datasets with three different quality levels and evaluate their profitability. Section 5 demonstrates the feasibility of data provision based on the proposed quality-data discovery system. Finally, conclusions are presented in Section 7.

2 SYSTEM MODEL FOR ICN-BASED DATA MARKETPLACES

Data trading is assumed to involve three stakeholders: data providers, a data broker, and data consumers, as shown in Fig. 2.

We specify the interaction between such three stakeholders using the Stackelberg game [8]. The proposed system model involves one competition between data providers, another competition between a data broker and the data providers, and an optimization with respect to the objectives of each stakeholder.

In the first competition, data providers compete by simultaneously bidding for their raw data; such a competition can be expressed as a standard form game in which each data provider submits a bid for its data without knowing the other providers’ bids. In the second competition, the data broker and the data providers compete against each other. The data broker can choose a data size to obtain the optimal service quality and revenue.

In addition to these competitions, this work also aims to optimize a data broker’s profit by finding the optimal data budget $B^*$ and the optimal data size $D^*$, which determines the optimal service quality $S(D^*)$ and service price $p_s^*$. We can thus model the interaction between the data broker and the data providers using a hierarchical level one-leader-multiple-followers Stackelberg game in which the leader (the data broker) first suggests its strategy (i.e., the budget $B$) and then the multiple followers (the data providers) choose their strategies (i.e., their optimal data sizes $D_n^*$). The data broker can then choose an optimal service price $p_s^*$ and quality $S(D^*)$ according to its strategy $B^*$, which is determined by the optimal data size $D^*$, to maximize its profit. Furthermore, each data provider $n$ can plan its strategy $D_n^*$ using the suggested data budget $B$ to maximize its own profit while competing with the other data providers.

Including a maximum nominal WTP (i.e., $W^*$) in the broker’s utility function, the optimal data size $D^*$ is determined by the optimal data size $D^*$, which is determined by the optimal service price $S(D^*)$ and service price $p_s^*$. Profit optimization based on the service price $p_s$ and the maximum nominal WTP $W^*$ is demonstrated in Section 4.4.

The following sections explain the concept of WTP, the service quality and data quality functions, the computation cost, the quality-data discovery mechanism, and the data model. The notation used to define the system model is shown in Table 1.
2.1 Willingness-To-Pay (WTP) of a Data Consumer

Data consumers can request data by specifying a quality-related requirement (i.e., a nominal WTP, \( w' \)) to a data broker and are supplied with refined data, as shown in Fig. 1. The actual willingness-to-pay (i.e., \( \omega \)) is related directly to the data size \( D \); consequently, the proposed WTP utility function can incorporate additional quality factors such as outlier-removal and time-series data transformation as well as data size. For example, the service quality function \( S(\cdot) \) is related to WTP by the following expression:

\[
\omega = S_D(D; \Delta, \alpha_1, \alpha_2)^{1 + \omega'}
\]

Here, \( \omega \) denotes the actual WTP, \( \omega' \) denotes the nominal WTP, \( \Delta \) denotes the maximum achievable accuracy determined by the data quality of a dataset \( \mathbb{D} \) (i.e., the standard, outlier-removal, and transformed datasets), and \( \alpha_1 \) and \( \alpha_2 \) are the curve fitting parameters.

When the service quality is 1, the data consumer will pay the maximum price (i.e., \( \omega' \)) for the provided service. \( \omega' \) follows a probability distribution supported on the interval \([0, W']\), where \( W' \) denotes the maximum nominal WTP. For simplicity, we assume that \( \omega' \) follows the uniform distribution [5].

This equation indicates that the data broker’s service quality function (i.e., \( S(\cdot) \)) affects the actual WTP (i.e., \( \omega \)); therefore, a data consumer will purchase a service if their actual WTP is greater than or equal to the service price, i.e., if \( \omega \geq \omega' \), as shown in Fig. 2. If a data broker provides a higher quality service (i.e., if \( S(\cdot) \) increases), it can expect a higher payment, but it will also incur expensive costs due to buying more data. WTP is a measure of the demand in the data marketplace, and in this work, we assume that the WTP function is known to all stakeholders.

2.2 Service Quality Function

Previous studies proposed a data utility function that maps data size to model accuracy; in other words, the larger the initial dataset, the greater the model accuracy, as follows:

\[
U_D(D; \alpha = [\beta_1, \beta_2]) = 1 - \frac{\beta_2}{1 + \beta_1 \cdot D},
\]

where \( \mathcal{D} = \{\mathbb{D}_1, \ldots, \mathbb{D}_n\} \) denotes the dataset provided by the \( N \) data providers \( \{1, \ldots, N\} \), \( D \) denotes the data size of the dataset \( \mathbb{D} \), \( U(\cdot) \) is a non-decreasing function with decreasing marginal accuracy [18], and \( \beta_1 \) and \( \beta_2 \) are curve fitting parameters [19].

We modify this function to incorporate two additional behaviors: 1) the maximum achievable accuracy depends on the quality of the data, and 2) increasing the data quality allows the maximum achievable accuracy to be achieved with fewer training iterations. To measure data quality, we introduce the maximum achievable accuracy, denoted by \( \Delta \), and define the service quality function with the maximum achievable accuracy (i.e., \( \Delta \)) and two curve fitting parameters (i.e., \( \alpha_1 \) and \( \alpha_2 \)):

\[
S_D(D; \alpha = [\Delta, \alpha_1, \alpha_2]) = \Delta \cdot \left(1 - \frac{\alpha_2}{1 + \alpha_1 \cdot D}\right),
\]

where \( S(\cdot) \) is a non-decreasing function that increases asymptotically towards \( \Delta \) denoting the maximum achievable accuracy of the model using the data size \( D \) of the datasets \( \mathbb{D} \) obtained from the data providers.

The service quality \( S(D) \) shown in Fig. 2 is the quality of the dataset \( \mathbb{D} \) supplied as a product by the data broker. Unlike the data utility depending on the size \( D \) in Eq. (3), the proposed service quality is associated with two inputs: the maximum achievable accuracy \( \Delta \) and the size \( D \) of the dataset \( \mathbb{D} \) sold by all data providers collectively.

To demonstrate the proposed service quality function, we use a well-known sensor dataset [20] consisting of readings from fifty-four sensors deployed in an office. Each sensor is placed in a known location and transmits data on four variables: temperature, humidity, light, and voltage. This dataset has over two million entries with eight features. In Section 4, we specify the service quality of the different datasets with its maximum achievable accuracy \( \Delta \) and the two curve fitting parameters (i.e., \( \alpha_1 \) and \( \alpha_2 \)). Moreover, the different quality datasets used to train a model are the standard, outlier-removal, and time-series transformed datasets.

2.3 Computation Cost for Training Data

To provide high-quality data to consumers, a data broker clarifies and processes raw data. Additionally, it must perform model training using the resulting refined data to evaluate its quality. This work considers two data quality improvement techniques: outlier removal and time-series transformation. The computation cost of applying these methods can be evaluated in terms of energy consumption as follows:

\[
C_{f,D} = \mu \cdot E_{f,D},
\]

where \( \mu \) is a pre-defined weight parameter for energy consumption and \( E_{f,D} \) is the energy consumption for a task.

Drawing on the energy consumption equation introduced by Mao et al. [21] - see Eq. (6) - we can define the energy consumption in terms of the CPU frequency \( f \) of the broker’s hardware and the data size \( D \), as follows:

\[
E_{f,D} = k \cdot D \cdot X \cdot f^2,
\]

Here, \( k \) is a constant related to the hardware architecture and \( X \) denotes the computation workload (i.e., the number of CPU cycles per bit).

A data broker generates refined data that has been subjected to outlier removal or time series transformation, uses it for model training, and evaluates the trained model’s accuracy to assess the quality of the refined data. The computation cost of processing the raw data depends on the computation resource \( f \), the size of the raw data \( D \), and the previously defined parameters \( \mu, k, \) and \( X \):
2.4 Quality-Data Discovery Mechanism and Data Model

In a named-data Network (NDN) [22], data are named and signed by a data provider, and the assigned names are used extensively in the application and network layers [23]. Therefore, it is possible to access data via the ICN service router using its name instead of a network address (i.e., IP address). We use the ICN system to collect data from various data providers across heterogeneous service domains. Additionally, we propose a quality data discovery process that operates as described below (see also Fig. 3):

1) Data consumers request data by specifying the data name and a quality-related requirement via a quality-based interest packet, which is an extension of the standard interest packet of an ICN.

2) When an ICN service gateway (ICN-SGW), which interfaces with data consumers [13], receives an “interest packet” with a data name (e.g., “/office/data”) and a quality-related requirement (i.e., $\omega'$: a nominal WTP), it forwards the “interest packet” to a data broker through an interconnected proxy service instance (i.e., a broker) running on the ICN service router.

3) The data broker preprocesses raw data, evaluates the quality of the refined data, and transmits the refined data together with information on the service quality $S(D)$ and price (e.g., $p_s$) to the data consumers together with the quality-related coefficients $\Delta$, $\alpha_1$, and $\alpha_2$.

Finally, the data consumer receives target-quality data from the data broker.

The discovery of required-quality data in heterogeneous service domains necessitates the existence of identifiers that are used and understood by both data consumers and data providers to enable data trading in the ICN-based data marketplace. We, therefore, employ hierarchical named identifiers for data and other IoT entities (e.g., devices, services, users, and applications) in a single identification scheme [24]. All IoT entities can be named using this identification scheme in a unified way. Using these named identifiers, the data model can express relationships between IoT entities using two attributes: the “service” attribute, which represents a service domain, and the “device” attribute, which represents the name of the device producing the corresponding data. Based on the named identification scheme, we design a data model to enable data discovery based on data names and data quality. This data model is based on the entity–attribute–value (EAV) model, which is a popular interoperable data model [25]. The EAV data model uses the following attributes to describe the data and its quality:

- name: a named identifier (e.g., “/office/data”).
- type: entity type (e.g., sensor data).
- location: measured location, type: (geo:json).
- service: purpose of data, type: named identifier.
- device: device producing data, type: named identifier.
- $\omega'$: the nominal WTP.

3 The Non-Cooperative Competition Game and Profit Optimization

We explore the relationship between the service price, service quality, and data market size, which is determined by data quality and the amount that data consumers are willing to pay. Additionally, we demonstrate the feasibility of quality-data trading with direct participation of data consumers.

Data trading can occur in various market structures including monopolistic and oligopolistic markets, single or double-sided auction markets [26], and auction-based marketplaces using non-cooperative competition [27]. This work employs one non-cooperative competition game together with profit optimization based on the various consumer payments in our data marketplace.

The notation used to define the utility functions is shown in Table 2.

3.1 Game Procedure and Profit Maximization

Fig. 4 illustrates the data trading flow between stakeholders; using the proposed quality-data discovery process, the data consumers can request quality data by specifying a nominal WTP, $\omega'$, and can participate in data trading directly, unlike in other proposed systems [5] [28] [29]. Thus, the data consumers play a key role in sustaining data trading by specifying their nominal WTPs, $\omega'$; in effect, the range and amount of nominal WTPs determine the size of the data marketplace and affect all other stakeholders’ profits.
This work focuses on the competition between the data providers and a data broker, and profit optimization between a data broker and data consumers, as shown in Fig. 4. A data broker maximizes its profit by discovering an optimal data price $P^*$ for the data consumer and finding the data providers’ optimal data budget $B^*$. Based on non-cooperative competition between data providers, the optimized data size $D^*$ can be determined when a data broker decides a data budget $B$ first and informs data providers, as described in Section 3.2. A data broker can then optimize the price of refined data based on this optimal data size and determine the provided service quality, as described in Section 3.3. Finally, it can find the maximized profit by using the optimal budget $B^*$ and the optimal service quality $S(D^*)$ together with the data broker utility function given in Eq. (12). Profit optimization allows the data broker to optimize its profit against the data consumers based on service quality (i.e., refined-data quality) and nominal WTPs. The higher the service quality, the higher the revenue, but higher service quality also necessitates a larger data budget and a greater computation cost for data training.

### 3.2 Utility of a Data Provider

Once the data consumers have specified their nominal WTPs, a data broker can predict the revenue from the nominal WTPs and budget to buy data from the data providers. Budgeting is critical for the data broker because data providers will determine the quantity of data they supply based on the given budget. Maximization of the data provider’s profit depends strongly on the optimal data size for the data broker. Therefore, providers consider the relationship between their payment (which depends on the data size) and the cost of generating data. We can express the payment that the provider receives for their data in relation to the data broker’s overall budget $B$ using the expression $b_n = \frac{D_n}{\sum_{n=1}^{N} D_n} B$, where $b_n$ denotes the data payment and $D_n$ denotes the data size of a data provider $n$.

We formulate a non-cooperative competition game between a data broker and a data provider in which the broker determines the data budget that maximizes its profit and the data provider determines the amount of data it supplies by maximizing its profit with no cooperation between the two parties. This allows us to define the following utility function for a data provider $n$:

$$U_n(D_n, r_n) = b_n \frac{r_n D_n}{\text{cost}}$$

where $b_n$ denotes the data payment from a data broker, $r_n$ denotes the data generation cost, and $D_n$ denotes the data size to be provided.

In keeping with Theorem 4 of a previously reported approach [28], if all data providers in the market participate $(D_n > 0, \forall n)$ and we impose two conditions $n > 1$ and $\sum_{i \neq n} Y_i > (n - 2) Y_{n'}$, the optimal data size becomes:

$$D^*_n = \frac{B(N - 1)(\sum_{n=1}^{N} Y_n - (n - 1)Y_n)}{(\sum_{n=1}^{N} Y_n)^2}, \forall n,$$

where $D^*_n$ denotes the optimal data size to a data provider $n$.

We can then sum these sizes and simplify the expression to obtain:

$$D^* = \frac{\sum_{n=1}^{N} D^*_n}{\sum_{n=1}^{N} Y_n} = \frac{B(N - 1)}{\sum_{n=1}^{N} Y_n},$$

where $D^*$ denotes the sum of the optimized data sizes sold by all data providers for a data broker.

### 3.3 Utility of a Data Broker

The data broker must decide what amount of data to purchase from the data providers $\{1, \ldots, n\}$ and what service price $p_s$ to charge the data customers. The data customers differ in their willingness-to-pay $w^i$ and their required data quality. If the willingness-to-pay of a data customer exceeds or equals the data price $p_s$ charged by the data broker, the data customers will buy the required-quality data.

Therefore, when the $M$ data customers request a dataset, we can define the utility of a data broker as their revenue minus their costs. The revenue is the service price paid by the data customers whose willingness-to-pay exceeds or equals the service price specified by the data broker. The costs consist of the budget for purchasing data and computation costs.
\[ U_R(p_s, B, D) = p_s \cdot M \cdot P_r(\omega \geq p_s) - B - C_{Dp}' \]  (12)

Here, \( p_s \) denotes the service price offered by a data broker, \( B \) denotes the budget for purchasing data, \( D \) denotes the data size provided by the \( M \) data providers shown in Eq. (11), and \( \omega \) denotes the actual willingness-to-pay. \( C_{Dp}' \) denotes the computation cost to achieve the target accuracy \( \tau \) using a dataset of size \( D \).

To determine the optimal service price \( p_s^* \), we use the proposed willingness-to-pay \( \omega = S(D) \cdot \omega' \), which in turn depends on the service quality \( S(D; \Delta, \alpha_1, \alpha_2) \). The inputs of the service quality are the data size \( D \), the maximum achievable accuracy \( \Delta \), and the curve fitting parameters \( \alpha_1 \) and \( \alpha_2 \), as shown in Eq. (2). In addition, we assume the maximum actual willingness-to-pay \( W \) and use the optimal data size \( D' \) supplied by the \( N \) data providers. We thus obtain the expression \( W = S(D'; \Delta) \cdot W' \), where \( W' \) denotes the maximum nominal willingness-to-pay. Finally, we can express the utility of the data broker using the optimal data size \( D' \) as follows:

\[ U_R(p_s, B, D') = p_s \cdot M \cdot P_r(\omega \geq p_s) - B - C_{Dp}' \]

We assume that the actual willingness-to-pay \( \omega \) is uniformly distributed over \([0, W]\), where \( W \) is greater than or equal to 1. Therefore, we can describe the utility of a data broker as follows:

\[ U_R(p_s, B, D') = p_s \cdot M \cdot (S(D')W' - p_s) - B - C_{Dp}' \]  (13)

We can solve for the optimal service price, \( p_s^* \), by differentiating the utility function of the data broker as follows:

\[ \frac{\partial U_R(p_s, B, D')}{\partial p_s} = M \left( S(D') - 2p_s \right) \]

The second derivative of \( U_R(p_s, B, D') \) is \( \frac{\partial^2 U_R(p_s, B, D')}{\partial p_s^2} = -2M \), which must be less than 0. The optimal (i.e., profit-maximizing) service price is obtained when the first derivative of \( U_R(p_s, B, D') \) is zero. This price can be expressed as follows:

\[ p_s^* = \frac{S(D')W'}{2} \]  (15)

According to Eq. (15), the optimal service price depends on service quality and willingness-to-pay, and it is assumed that the latter is uniformly distributed.

To find the optimal budget, we define a modified data broker utility function \( U_R(B, D') \) by substituting the optimal service price into the original utility function \( U_R(p_s, B, D') \):

\[ U_R(B, D') = \frac{MS(D')^2(2W' - 1)}{4} - B - C_{Dp}' \]  (16)

By differentiating the expressions for \( D' \) (Eq. (11)) and \( S(D'; \Delta) \) (Eq. (4)) with respect to \( B \), we then obtain the variables \( x_1 \) and \( x_2 \):

\[ x_1 = \frac{\partial D'}{\partial B} = \frac{(N - 1)}{\sum_{n=1}^{N} y_n} \]

\[ x_2 = \frac{\partial S(D')}{\partial B} = \frac{\alpha_1 \alpha_2 \Delta x_1}{(1 + \alpha_1 Bx_1)^2} \]  (17)

We can then express the first and second derivatives of the data broker utility function \( U_R(B, D') \) as follows:

\[ \frac{\partial U_R(B, D')}{\partial B} = M W' x_2 S(D') - 1 - x_1 C_{Dp}' \]

\[ \frac{\partial^2 U_R(B, D')}{\partial B^2} = -2 M W' x_2 (\alpha_1 a_1 x_1^2 S(D') + M W' x_2^2) \]

\[ = M W' x_2 (\Delta a a_1 x_1^2 / 2 - 2 - 2 \alpha_1 B x_1 + 3 a_2) \]

To ensure that our utility function converges on a global, rather than local maximization, the second derivative, \( \frac{\partial^2 U_R(B, D')}{\partial B^2} \), must be negative. Therefore, we must impose the condition \( 2 + 2 \alpha_1 B x_1 > 3 a_2 \). Under this condition, the optimal solution is as follows:

\[ M W' x_2 (\alpha_1 a_2 \Delta x_1 (1 + \alpha_1 B x_1 - a_2)) \]

\[ = 2(1 + \alpha_1 B x_1)^3 \]

\[ = (1 + \alpha_1 B x_1)^3 \]

where \( 1 + \alpha_1 B x_1 \) is the solution of the following cubic equation:

\[ t^3 - A_0 t + A_1 = 0. \]

Here, for simplicity, we have substituted \( M W' x_2 (\alpha_1 a_2 \Delta x_1) \) with \( A_0 \) and \( M W' x_2 (\alpha_1 a_2 \Delta x_1) \) with \( A_1 \).

To ensure that this cubic equation has a root greater than unity, we assume that \( M W' x_2 (\alpha_1 a_2 \Delta x_1) > \frac{1}{\alpha_2} \) and \( a_2 < 2/3 \), and we solve the cubic equation using the trigonometric formula [30] with the assumption that we have three real roots, and cannot have 2 distinct roots greater than 1 because if we had two such roots then we would have two positive values of \( B \), making it impossible to satisfy \( \frac{\partial^2 U_R(B, D')}{\partial B^2} < 0 \) for \( B > 0 \).

We have three real roots based on the following expression:

\[ -4 A_0^3 + 27 A_1^2 = A_0^2 (27 a_2^2 - 4 A_0) = A_0^2 \left( 4 \frac{1 - a_2}{a_2} \right) < 0. \]
Therefore, we find the largest of the following three roots:

\[ t_0 = 2 \sqrt{A_2} \cos \left( \frac{1}{3} \arccos(A_3) \right), \]
\[ t_1 = 2 \sqrt{A_2} \cos \left( -\frac{1}{3} \arccos(A_3) + \frac{2\pi}{3} \right), \]
\[ t_2 = 2 \sqrt{A_2} \cos \left( \frac{1}{3} \arccos(A_3) + \frac{2\pi}{3} \right), \]

where we have substituted \( \frac{W}{\alpha_1 W_S + \frac{W}{C_1}} \) with \( A_2 \) and \( \frac{1}{\alpha_1 W_S + \frac{W}{C_1}} \) with \( A_3 \) for simplicity.

We then define the variable \( \theta := \frac{1}{3} \arccos(A_3) \) and note that \( \theta \in (\pi/6, \pi/3) \) because it is assumed that \( A_3 \in (-1, 0) \). Therefore, we have \( 0 < \theta < -\theta + \frac{\pi}{2} < \pi \) and \( 0 < \theta < \theta + \frac{\pi}{2} < \pi \), which means that \( t_0 > t_1 \) and \( t_0 > t_2 \). Thus, the largest root is \( t_0 \), and the optimal budget is given by:

\[ B^* = \frac{1}{\alpha_1 x_1} \left( 2 \sqrt{A_2} \cos \left( \frac{1}{3} \arccos(A_3) \right) - 1 \right). \]  

(19)

### 4 USE CASE: SERVICE QUALITY EVALUATION AND PROFIT OPTIMIZATION FOR SENSOR DATA

This section demonstrates how a data broker can optimize its profit using the raw sensor dataset. The data broker generates three different quality datasets, evaluates the quality of each one, and resolves its profits using the data broker’s utility function, \( U_R(p_S, B, D) \) in specified in Eq. (13). Finally, a data broker determines and provides the most profitable dataset to the data consumers in the data marketplace.

A data broker can optimize its profit by using the utility function, \( U_R(p_S, B, D) = p_S \cdot M \cdot (S(D; \Delta) \cdot W' - p_S)/W' - B + C_{D^*} \), to maximize revenue and minimizing the data cost acquisition budget \( B \) and the computation resource cost \( C_{D^*} \). The revenue increases with both \( S(D; \Delta) \) or \( W' \); however, a data broker can decide to increase the service quality \( S(D; \Delta) \) to maximize the revenue because \( W' \) is determined by the distribution and amount of nominal WTPs (i.e., \( \omega/s \)) offered by the data customers. Using the optimal service price \( p_S^* \) defined in Eq. (15) and the optimal data size \( D^* \) defined in Eq. (11), we can define the maximized revenue, as follows:

\[ p_S^* \cdot M \cdot (S(D^*; \Delta) \cdot W' - p_S^*)/W', \]

where \( M \) denotes the number of the data consumers, \( W' \) denotes the maximum nominal willingness-to-pay, and \( \Delta \) denotes the maximum achievable accuracy.

With the optimal data size \( D^* \) in Eq. (11) and the optimal budget \( B^* \) in Eq. (19), we can define the optimal cost to each dataset, as follows:

\[ C^* = B^* + C_{D^*}. \]

(21)

It is worth noting that the quality of each dataset determines \( \Delta, \alpha_1 \), and \( \alpha_2 \), and that a data broker can use the service quality function, Eq. (4), which depends on these quality-related coefficients (i.e., \( \Delta, \alpha_1 \), and \( \alpha_2 \)), to predict their revenue and profit. The service quality function thus allows a data broker to identify the most profitable dataset by resolving these coefficients shown in Table 3.

Most of the data collected by a data broker from heterogeneous service domains will be raw data that has not undergone any cleaning or preparation. Therefore, a data broker performs basic data preparation by cleaning empty entries and removing duplicated and redundant entries. In addition to simple data cleaning, the data broker may apply one or more data refinement techniques to increase the optimal service quality \( S(D^*; \Delta) \) based on the optimal dataset \( D^* \). Here we consider two such refinement techniques: outlier removal and time-series transformation, as shown in Fig. 5.

By applying these techniques, three datasets are obtained after data cleaning and preparation: the standard dataset, the outlier-removal dataset, and the time-series transformed dataset. All three can be used directly as inputs for ML model training. The broker first evaluates the optimal service quality \( S(D^*; \Delta) \) of the standard dataset and assesses its profitability \( U_R(p_S^*, B^*, D^*) \) based on the optimal service quality and the optimal costs (i.e., \( B^* \) and \( C_{D^*} \)).

After generating the standard dataset, the broker additionally generates the outlier-removal and time-series datasets to improve the optimal service quality of the data. It evaluates the optimal service quality and profitability of these two refined datasets. Each dataset will have different profitability because the quality-related coefficients (i.e., \( \Delta, \alpha_1 \), and \( \alpha_2 \)) depend on the quality of the dataset under consideration.

To maximize profit, the data broker evaluates all three datasets and chooses the most profitable one to sell to data consumers. Section 4.1 describes the data cleaning for a

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( C^* = B^* + C_{D^*} )</th>
</tr>
</thead>
</table>

TABLE 3 Quality-Related Coefficients and Optimized Cost for Profit Prediction
standard dataset and illustrates the evaluation of its profitability. Section 4.2 explains how to remove outliers to improve data quality and the profitability evaluation of the resulting dataset. Section 4.3 describes the time-series transformation process and the profit evaluation of the corresponding dataset. Finally, data provision is described in Section 5.

4.1 Standard Data Generation, Quality Evaluation, and Profiling

The expected price for the raw data is comparatively low because there is no added cost for data processing. The price of refined data is higher due to the costs of model evaluation and data refinement. The greater price of a refined dataset reflects its greater quality, which means a data broker is providing a value-added service. Note that the standard, outlier-removal, and time-series transformed datasets each have a distinct optimal price $p_i^* = \frac{S(D \times W)}{2}$ and the costs (i.e., $B^*$ and $C^*_p$) that depend on their quality. Consequently, the associated profits are also different.

The standard dataset is obtained by cleaning the raw data obtained from the data providers. This dataset, $D_0$, consists of the input-output pairs $\{X_{i,j}\in[1..8], y_i\}$, where the input data is $X_{i,j}\in[1..8] = \{X_{i,1}, \ldots, X_{i,j}, \ldots, X_{i,8}\}$, and $j$ is the index of the features. $y_i$ is the labeled output value for $X_{i,j}\in[1..8]$. The standard dataset contains over 2,210,084 data entries (i.e., $D = 2,210,084$), each of which has 8 features as shown in Table 4: $X_{i,1}$: date, $X_{i,2}$: time, $X_{i,3}$: sequence number, $X_{i,4}$: sensor ID, $X_{i,5}$: temperature, $X_{i,6}$: humidity, $X_{i,7}$: light, and $X_{i,8}$: voltage.

The dataset is a multivariate time-series (MTS) with the following properties:

- $D = \{D_1, \ldots, D_i, \ldots, D_D\}$, where $D$ is 2,210,084.
- $D_i = \{X_{i,j}\in[1..8], y_i\}$, where $X_{i,j}\in[1..8]$ is the vector of the input data entry, which is the $i^{th}$ data entry measured by the sensor ID (i.e., $y_i$) taking values between 1 and 50.
- $X_{i,j}\in[1..8] = \{X_{i,1}, X_{i,2}, \ldots, X_{i,8}\}$ denotes an input data entry with eight features; the index $j$ thus ranges from 1 to 8.

### Table 4

<table>
<thead>
<tr>
<th>$X_{i,1}$</th>
<th>$X_{i,2}$</th>
<th>$X_{i,3}$</th>
<th>$X_{i,4}$</th>
<th>$X_{i,5}$</th>
<th>$X_{i,6}$</th>
<th>$X_{i,7}$</th>
<th>$X_{i,8}$</th>
</tr>
</thead>
</table>

Fig. 6. The values plotted in (a) are the F1 scores of the CNN model using the standard dataset. The solid line shows the output of the service quality function, Eq. (4) and the corresponding quality-related coefficients (i.e., $\Delta = 0.8708$, $\alpha_1 = 0.0148$, and $\alpha_2 = 0.3047$). The Figure (b) shows the optimal cost and iteration number as a function of the model accuracy. An accuracy of 87.08% requires 2.924 of the optimal cost and 249 iterations.

- Univariate time-series (UTS, e.g., $X_{i,j}\in[1..8]$) can be obtained from the MTS (e.g., $X_{i,j}\in[1..8]$) by extracting time series for individual features: $\{X_{i,1}\}$.

Fig. 7 shows the accuracy of models trained using six different ML algorithms: Convolutional neural network (CNN), Random forest (RF), K-nearest neighbors (KNN), Support Vector Machine (SVM), Gradient Descent, and multilayer perceptron (MLP). The CNN model gives the best fit, with 87.08% accuracy. RF also yielded a high accuracy, 86.12%, and allowed for faster model training than CNN. However, only the CNN algorithm could achieve a very high accuracy of 99.36% using the time-series dataset while also achieving a high accuracy, 87.08%, with the standard dataset; therefore, this algorithm was used exclusively in all subsequent steps.

Fig. 6-(a) shows the ground-truth accuracy as a dotted line and the predicted accuracy as a solid line. The ground-truth accuracy is obtained from a real ML model using the standard dataset, while the predicted accuracy is obtained using the service quality function shown in Eq. (4). In this case, the values of the two curve fitting parameters of the service quality function are $\alpha_1 = 0.0148$ and $\alpha_2 = 0.3047$. The maximum achievable accuracy $\Delta$ is 0.8708 (i.e., 87.08%) and depends mainly on the data quality; furthermore, the service quality also increases as the data size increases.

Fig. 6b shows how the optimal cost and required number of iterations for the CNN model’s training using the standard dataset increase as the model’s accuracy increases. The optimal cost is required to evaluate the model accuracy and increases in proportion to the number of iterations. The optimal cost $C^*$ for a given model accuracy is calculated using Eq. (8) and increases in proportion to the number of iterations. At the maximum achievable accuracy of 87.08%, $C^*$ is 2,924. The number of iterations required to achieve this accuracy is 249.

The service quality profile of the standard dataset consists of the quality-related coefficients $\Delta$, $\alpha_1$, and $\alpha_2$ together with the optimal cost (i.e., $C^*$), as shown in Table 5.
4.2 Outlier-Removal Dataset Generation, Quality Evaluation, and Profiling

We can use the principle of temporal continuity to detect and remove outliers from the collected sensor data. This approach relies on the fact that the patterns in the data are not expected to change abruptly in the absence of abnormal events if the sensors are working correctly [31]. Sensor data is widely used for anomaly detection [32] because it is streamed temporal data with characteristics similar to those of personal biodata, mechanical systems diagnosis data, network traffic data, and financial data. Outlier detection has therefore been studied extensively in the context of sensor data [33].

The data broker uses the encoder-decoder architecture depicted in Fig. 8 to remove outliers. The encoder-decoder has a four-dimensional input \( (t, h, l, v) \), two encoders, two decoders, and a four-dimensional output \( (\hat{t}, \hat{h}, \hat{l}, \hat{v}) \). The data broker applies the encoder-decoder algorithm to all fifty sensor datasets separately and thus obtains fifty well-trained encoder-decoder models, all with a mean square error (MSE) below 0.1%. Each model represents the character of one of the fifty sensor locations with high accuracy. Fig. 9 shows encoder-decoder models for the first and sixth sensor locations as examples.

![Encoder-decoder architecture](image)

Fig. 8. Encoder-decoder architecture (4D input, 50D & 25D encoders, 25D & 50D decoders, 4D output).

By adjusting the percentile threshold for outlier removal (e.g., one might remove all values below the 5th percentile and above the 95th percentile from the data), we obtain refined datasets with different shapes. We can then compare the shape similarity of the refined datasets for different locations to that for the standard dataset. The test results revealed that outlier removal at the 30th percentile level yielded better shape similarity than the standard dataset.

Model accuracy varied with the percentile value chosen for outlier removal. Therefore, to find the optimal removal percentile, we generated outlier-removal datasets with removal thresholds ranging from the 10th to the 90th percentile, rising in increments of 10. Each of the resulting ten outlier-removal datasets was used to train a one-dimensional CNN with four convolution layers and two dense layers, as shown in Fig. 10. The four convolution layers have 640, 640, 384, and 640 neurons, while the two fully connected dense layers have 512 and 256 neurons. The total number of parameters to train was 1,386,034.

![CNN architecture](image)

Fig. 10. CNN architecture for training using the outlier removal datasets.

As shown in Fig. 11, the highest accuracy (94.29%) was achieved using the 30th outlier removal dataset obtained by removing 70% of the data in the standard dataset. It is worth noting that there is no clear relationship between the outlier removal percentile and model accuracy; intuitively, one might expect that the best way of finding the optimal outlier-removal percentile would be through simulation given the potential variation in the quality and characteristics of the data.

![Model quality](image)

Fig. 11. Model quality using the outlier removal datasets of different removal percentiles.

### Table 5: Service Quality Profile of the Standard Dataset

<table>
<thead>
<tr>
<th>( \Delta )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( C^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8708</td>
<td>0.0148</td>
<td>0.3047</td>
<td>2.924</td>
</tr>
</tbody>
</table>

Fig. 12a shows how the service quality achieved using the 30th outlier removal dataset varies with the normalized data size. The maximum achievable accuracy \( \Delta \) is 0.9429 (i.e., 94.29%) as noted above. The optimized curve fitting parameters for this dataset are \( \alpha_1 : 0.0320 \) and \( \alpha_2 : 0.2175 \). For comparative purposes, the maximum achievable accuracy with the standard dataset (i.e., the 100th outlier removal dataset) is 87.08%, and its curve fitting parameters are \( \alpha_1 : 0.01480 \) and \( \alpha_2 : 0.3047 \).

![Service quality profile](image)

Fig. 12b shows how the optimal cost and iteration count of the CNN model trained using the outlier removal dataset vary as the model accuracy increases. As expected, the optimal cost and number of iterations increase with the accuracy. At the maximum achievable accuracy of 94.28%, the optimal cost obtained with Eq. (21) is \( C^* = 0.547 \) and 156 iterations are required. The outlier removal dataset yields the best (i.e., lowest) optimal cost for CNN model training when compared to the standard and time-series datasets.
while also yielding greater accuracy than the standard dataset.

The addition of a deviation score to the dataset allows data consumers to flexibly train models without losing information from the original data. To obtain the deviation score, we calculate the deviation of the output data from the input data using Eq. (22):

$$X_{i,\text{dev-score}} = \frac{\sum_{j=5}^{8} (X_{ij} - \bar{X}_{ij})^2}{4}. \tag{22}$$

The denominator of 4 is included in this expression because only four features are included in the deviation analysis (i.e., $t_i, h_i, l_i, v_i$). $X_{ij}$ denotes the actual $i$th data entry and its $j$th feature (where $j$ ranges from 5 to 8), and $\bar{X}_{ij}$ denotes the data predicted by the encoder-decoder model for a given sensor location.

We can generate an outlier-removal dataset (See Table 6) for each sensor location (i.e., $y = \{1, \ldots, 50\}$) that includes the deviation feature $X_{i,\text{dev-score}}$ as follows:

- We extract the dataset transmitted by a chosen sensor - in this case, the 1st - from the full dataset $D$. This gives us the sensor-specific dataset $D_{y=1} = \{D_{1, y=1}, \ldots, D_{50, y=1}\}$, where $D$ denotes the number of data entries and $y = 1$ is the sensor ID. This extracted dataset contains 36,911 data entries (i.e., $D = 36,911$) that are used to train the encoder-decoder.
- $D_{i, y=1}$ consists of the input-output pairs $(X_{i,j}, 1)$, where $X_{i,j}$ denotes the index of the data entry transmitted by the 1st sensor and $j$ denotes the index of features.

To calculate the deviation score using Eq. (22), $X_{ij}$ and $\bar{X}_{ij}$ are required. $X_{ij}$ can be obtained using the expression $\{X_{i,j|\{5,6,7,8\}}, y_i = 1\}$, and $D_{i, y=1}$ can be represented as $\{X_{i,5}:t_i, X_{i,6}:h_i, X_{i,7}:l_i, X_{i,8}:v_i, y_i = 1\}$.

The output data $\bar{X}_{ij}$ predicted by the trained encoder-decoder model has the following form:

- $\bar{X}_{ij}$ consists of the input-output pairs $(\bar{X}_{i,j}, 1)$, where $\bar{X}_{i,j}$ denotes $\{\bar{X}_{i,5}:t_i, \bar{X}_{i,6}:h_i, \bar{X}_{i,7}:l_i, \bar{X}_{i,8}:v_i\}$ and represents the output data predicted by the encoder-decoder model for the 1st sensor.
- Finally, $X_{i,\text{dev-score}}$ is obtained using $X_{ij}$ and $\bar{X}_{ij}$, allowing the data broker to generate the outlier-removal dataset as shown in Table 6.

We profile this outlier-removal dataset using the quality-related coefficients $\Delta, \alpha_1$, and $\alpha_2$ together with the optimal cost (i.e., $C^*$) as shown in Table 7.

The quality-related coefficients are $\Delta = 0.9429, \alpha_1 = 0.0320$, and $\alpha_2 = 0.2175$ and the optimal cost $C^*$ calculated using Eq. (21) is determined to be 0.547 based on the optimal data size $D'$ and budget $B^*$.

### 4.3 Time-Series Data Generation, Quality Evaluation, and Profiling

We can transform data by scaling, decomposition, aggregation, feature selection, and data format transformation, giving a wide range of options for improving model accuracy. In this work, the data broker transforms the standard dataset consisting solely of numeric values into a time-series [34]. The one-dimensional numeric values (e.g., temperature, humidity, light, and voltage) are thus transformed into a two-dimensional dataset as shown in Fig. 13.

Such two-dimensional datasets can be used as inputs for deep learning models such as 2D CNN, RNN, and LSTM models, which are trained by mapping the time-series input to the probability distribution over the class variable values.

Fig. 13 shows the dataset for sensor location#1, which includes 36,911 data entries. To generate a time-series dataset, the data broker specifies a batch size of 50, a time-step of 4, and a feature number of 4 (corresponding to temperature, humidity, light, and voltage). The input data thus becomes a three-dimensional array consisting of features, time steps, and batches, as shown in Fig. 15. The batch size indicates the amount of two-dimensional input data that each deep learning model consumes before updating its weights.

<table>
<thead>
<tr>
<th>TABLE 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Outlier Removal Dataset Including the Deviation Feature</td>
</tr>
<tr>
<td>$X_{i,1}$</td>
</tr>
<tr>
<td>$X_{i,1}$</td>
</tr>
</tbody>
</table>

### TABLE 7 |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Quality Profile of an Outlier Removal Dataset</td>
</tr>
<tr>
<td>$\Delta$</td>
</tr>
<tr>
<td>0.9429</td>
</tr>
</tbody>
</table>
If the model uses a small batch size, training speed is reduced because larger batch sizes increase the computing time required for backpropagation and weight updating. On the other hand, bigger batch sizes degrade the model’s capability to generalize data and require more memory. The batch size thus affects the model accuracy and the training time. The time-step value corresponds to the number of data entries, which are consumed backwards in time by each hidden layer. For illustrative purposes, we use a value of four here, as shown in Fig. 15. Four data entries thus become input data and are used simultaneously; moreover, the input data is converted into a three-dimensional format.

After time-series data transformation, the input data is converted from a one-dimensional format into a two-dimensional dataset that can be used for model training. This is done using a two-dimensional CNN with four convolution, two max-pooling, and four dense layers, as shown in Fig. 16.

The four convolution layers have 128, 256, 512, and 1024 neurons, respectively; the first three have a 3x1 kernel size, while the fourth has a 3x4 kernel. The two max-pooling layers are 2x1, and the four fully connected layers have 1024, 512, 256, and 128. The soft-max provides location predictions based on the time-series transformed sensor datasets. The total number of parameters to train in this case is 8,530,354.

To find the time-step that maximizes model accuracy, we perform time-series transformation of the sensor dataset with time steps between 2 and 30. The data broker feeds these time-series datasets into a CNN and obtains the twenty-eight models shown in Fig. 17.

The points plotted in Fig 17 represent the ground-truth model accuracy after training with two different time-series datasets: one obtained by transforming the standard dataset and one by transforming of the 30th outlier-removal dataset. The transformed outlier-removal dataset generally yields higher accuracies, including the best accuracy achieved during this work, 99.36%.

The quality of the time-series dataset clearly depends on the choice of time-step: the greater the number of steps, the greater the accuracy. Fig. 14a shows the accuracy achieved after training with time series having 2, 10, and 20 steps. The twenty time-step dataset delivers the highest accuracy 99.36% with $\alpha_1 : 0.0028$ and $\alpha_2 : 0.0067$. The quality-related coefficients of the two time-step dataset are $\Delta : 0.9425$ (i.e., 94.25%), $\alpha_1 : 0.0731$, and $\alpha_2 : 0.4382$, while those for the ten time-step dataset are $\Delta : 0.9834$, $\alpha_1 : 0.0405$, and $\alpha_2 : 0.1028$.

Fig. 14b shows the optimal cost and iteration count for the CNN model trained with the twenty time-step time-series as the model accuracy increases. When the model accuracy reaches its maximum of 99.36%, the optimal cost derived using Eq. (8) is $C^* = 0.772$ and the iteration count is 11. It is worth noting that the twenty time-step dataset requires fewer training iterations than the standard and outlier-removal datasets because it was augmented by grouping data entries into time steps. This allows model training to be performed more quickly and with better accuracy.

The data broker will choose to offer the twenty time-step dataset to prospective consumers due to its superior accuracy. The quality profile of this time-series transformed data is shown in Table 8.

4.4 Profit Evaluation for Three DifferentDatasets of Differing Quality

To evaluate the profit obtainable by selling the standard, outlier removal, and time series datasets, the data broker uses the utility function $U_D(p^*_D, B^*, D^*) = p^*_D \cdot (S(D^*; \Delta, \alpha_1, \alpha_2) \cdot W^* - p^*_W - B^* - C^*_D)$ specified by Eq. (13), which has the following parameters: $p^*_D, M, S(D^*; \Delta, \alpha_1, \alpha_2), W^*, B^*,$ and $C^*_D$:

- $p^*_D = \frac{S(D^*) W^*}{D^*}$ is the service price, which depends on the service quality ($S(D^*)$) and the maximum nominal WTP (i.e., $W^*$). To evaluate the data broker’s profit, we let this price be in the range [0, 100].
- $M$, the number of data consumers, also affects the data broker’s revenue. We let $M = 500$.

![Fig. 13. Transforming one-dimensional data into a multivariate time-series.](image)

![Fig. 14. The points plotted in (a) indicate the actual accuracies of CNN models trained using time-series datasets with time steps of 2, 10, and 20. The solid lines show the corresponding outputs of the service quality function, Eq. (4). The quality-related coefficients of the 20 time-step dataset are $\alpha_1 : 0.0028, \alpha_2 : 0.0067$, and $\Delta : 0.9936$. Figure (b) shows that as the service quality increases, the optimal cost and iteration number also increase. When the service quality is 99.36%, the model training optimal cost is 0.772 and the iteration count is 11.](image)
The maximum nominal WTP, affects the data broker’s revenue. We configure $W^0 = \{10, 20, 30, 40, 50, 100\}$. The service quality, depends on the optimal data size $D$, the maximum achievable accuracy $D^*$, and the curve fitting parameters $a_1$ and $a_2$. The values of these quantities for the standard, outlier-removal, and time-series datasets are shown in Tables 5, 7, and 8, respectively.

$D^*$, the optimal data size computed using Eq. (11), which depends on $B^*$, $M$, $g$ (which is taken to be 0.7), and the number of data providers (i.e., $N = 15$).

$C_T^*$, the computation cost, which is computed using Eq. (8) and depends on $f=300\text{ MHz}$, $k=1$, $\mu=10\text{E-18}$, and $X=433$.

As the maximum nominal WTP $W^*$ increases, the service quality $S(D^*; \Delta)$ converges towards the maximum achievable accuracy $\Delta$ for the dataset under consideration. This is because the service quality increases with the size of the dataset $D^*$ in accordance with Eq. (4): $S(D^*) = \Delta \cdot (1 - \frac{a_1}{\Delta} D^*)$. Moreover, $D^*$ increases with the budget $B^*$, in accordance with Eq. (11): $D^* = \frac{B^*(N-1)}{\Delta_{n=1}^N}$. Consequently, the budget $B^*$ increases with the maximum nominal WTP $W^*$ in accordance with Eq. (19).

For example, the service quality for the time-series data is 98.1% when $W^* = 50$ is but falls to 96.58% when $W^* = 10$, as shown in Fig. 18c. The relationship between consumer payment and service quality is relatively straightforward: higher payments increase the data budget, allowing larger amounts of data to be obtained and thus increasing service quality.
In this context, the service quality is defined by the accuracy achieved using the final refined dataset and is computed using the service utility function, Eq. (4).

After a data broker obtains quality-related coefficients and optimal costs through dataset quality evaluation, the data budget can be determined using Eq. (19). Similarly, the service quality is determined with Eq. (4) and the service price with Eq. (15). Finally, the broker can predict their profits for all datasets using Eq. (13). The profits obtained in the studied case are shown in Table 9. The time-series dataset gives the highest profit (i.e., 6146) with a service quality of 98.1% and an optimal price of 24.76 when the maximum nominal WTP is 50.

Fig. 19 provides further insight into the relationship between the maximum nominal WTP and the broker’s profit. Fundamentally, the greater the service quality and the higher the maximum nominal WTP, the higher the profit. Independently of dataset quality, profitability generally increases with the maximum nominal WTP. However, if the service quality is 87.08% and the maximum nominal WTP is 10, the profit can become negative if the service price is above 9. Using the proposed data broker utility function, a data broker can find optimal prices for datasets of widely varying quality, making it possible to profitably trade in datasets with many different quality levels.

These results also suggest that the best way for the broker to maximize profits and add value is by improving service quality and reducing optimal costs: the time-series data provides the best profit, 6146 and the highest quality, 99.35%, while having a lower optimal cost, 0.772, than the standard data when the maximum nominal WTP is 50, as shown in Fig. 20. It is worth noting that increasing service quality by 12.3% (from 87.1% for the standard dataset to 99.4% for the time-series dataset) increases the broker’s profit by 2747 (3399 for the standard dataset, and 6146 for the time-series dataset) as shown in Table 9. That is to say, increasing

In our hypothesized data marketplace, data broker services running on cloud computing resources can acquire big data from heterogeneous service domains such as smart cities with various domains including homes, industry, energy, healthcare, travel, transportation, environment, waste management, education, and public safety [35]. After service quality improvement, the data broker can then provide data of varying quality to data consumers based on their quality requirements and willingness to pay.

### Table 9

<table>
<thead>
<tr>
<th>Dataset</th>
<th>α</th>
<th>β</th>
<th>C*</th>
<th>W'</th>
<th>S(D')</th>
<th>p*</th>
<th>Profit, U_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>0.871</td>
<td>0.0148</td>
<td>0.3047</td>
<td>2.924</td>
<td>50</td>
<td>79.8%</td>
<td>22.34</td>
</tr>
<tr>
<td>Outlier-Removal</td>
<td>0.943</td>
<td>0.0321</td>
<td>0.547</td>
<td>0.549</td>
<td>50</td>
<td>92.5%</td>
<td>24.05</td>
</tr>
<tr>
<td>Time-Series</td>
<td>0.994</td>
<td>0.0028</td>
<td>0.0067</td>
<td>0.772</td>
<td>50</td>
<td>98.1%</td>
<td>24.76</td>
</tr>
</tbody>
</table>

Fig. 20. Profit achieved for the standard, outlier-removal, and time-series datasets with a maximum nominal WTP of 50.

### 5 DATA PROVISION

This work demonstrates the potential viability of value-added data brokering services and quality-based data trading for data provisioning. We consider a data broker that generates three datasets of differing quality and evaluates their profitability. Based on this evaluation, the time-series dataset is offered to customers in order to maximize profit, as shown in Fig. 21. It is worth noting that the data broker’s profit is increased by 2747 (rising from 3399 to 6146 when $W' = 50$) by transforming the standard dataset into the time-series dataset. The data broker packets the chosen time-series dataset based on the proposed data model, as shown in Table 10.

In our hypothesized data marketplace, data broker services running on cloud computing resources can acquire big data from heterogeneous service domains such as smart cities with various domains including homes, industry, energy, healthcare, travel, transportation, environment, waste management, education, and public safety [35]. After service quality improvement, the data broker can then provide data of varying quality to data consumers based on their quality requirements and willingness to pay.

### 6 RELATED WORK

The data-as-a-service (DAAS) [36] concept treats data as a valuable good that can be traded in data marketplaces, and Liang et al. [37] demonstrated a range of potential data...
market structures and data pricing models (e.g., monopoly, oligopoly, and intensely competitive markets). Many subsequent studies on this concept have proposed market-based data trading models to maximize the profits of data marketplace stakeholders such as data providers, consumers, and brokers from an economic perspective [28], [29], [38], [39], [40]. These earlier studies focused primarily on the relationship between data providers and consumers when designing market-based data trading models. The novel contribution of this work is that it proposes a data trading model that incorporates both stakeholders and data quality to account for the wide variation in data quality that exists. We additionally demonstrate that increasing the quality of data offered to consumers can significantly increase stakeholders’ profits.

Game theory has been used to maximize profits in several studies examining various technologies including Federated Learning [5], [41], [42], [43], [44], Content Delivery Networks [45], [46], [47], and cloud computing [48], [49], [50]. These studies have mainly focused on maximizing profits based on stakeholders’ revenues and costs, but none have provided a detailed analysis of optimal pricing based on datasets of differing quality. Therefore, we have studied the relationship between revenues, costs, and data quality, and have demonstrated the optimization of a data broker’s profits using data quality as an input variable.

The role of data brokers as intermediaries between data providers and data consumers is becoming increasingly important because these stakeholders will not trade directly if there is no profit for themselves. Hui et al. [51] defined the utilities of a data broker (e.g., a roadside unit) and data providers (e.g., a roadside buffer) to optimize the price of data collection services and used a bargaining game to describe the interaction between the data broker and data providers for a sensing service system. On the basis of this analysis, it was demonstrated that a data broker can maximize data service revenues and the profitability of a data service via the brokerage function.

Other studies in this area [5], [28], [39], [52], [53] have similarly defined the primary stakeholders of the data marketplace as data providers, consumers, and brokers. For example, Jang et al. [28] used the Stackelberg game model to describe the interaction between service providers (i.e., data broker) and data providers, and demonstrated the optimization of a service provider’s profits in an IoT data market. Shen et al. [39] also use the Stackelberg game to define the relationship between the data provider, the service provider, and the user, and demonstrated profit optimization for all three participants in the IoT data marketplace. Finally, Ren et al. [52] studied the optimization of data purchasing and placement using competitive data trading models featuring a data provider, data consumer, and data broker in the cloud data marketplace.

A central variable in the design of any market-based data trading model is the willingness-to-pay of data consumers. Niyato et al. [5] introduced the WTP concept for service consumers to describe trading between a data provider, data consumer, and data broker in an IoT data market, and proposed a model in which the data price is related to the service quality, which in turn depends on the data size. Similarly, Zhang et al. [53] developed a model in which an IoT service provider (e.g., data broker) processes and trades data and identified optimal trading decisions for all three players in the IoT market. However, none of these studies analyzed the relationship between the willingness-to-pay of data customers and the quality of the offered data. The results and analysis presented in this work show that the willingness-to-pay affects the quality of the data service, which in turn affects the profits of the market participants. Furthermore, it was demonstrated that the profits of a data broker can be maximized for different levels of willingness to pay.

The WTP scheme proposed herein could be incorporated into a quality discovery protocol by extending an ICN [10], [11], [12]. In this way, the proposed quality discovery packets could enable quality-data discovery across heterogeneous cloud service domains (e.g., smart cities) and show that data broker profits can be maximized by embedding a WTP mechanism into an ICN and deploying such a quality-data discovery service on cloud computing resources to

### Table 10

<table>
<thead>
<tr>
<th>Type</th>
<th>“sensor data”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service</td>
<td>“/ office / data”</td>
</tr>
<tr>
<td>Service quality</td>
<td>“98.1%”</td>
</tr>
<tr>
<td>Price ($p_t$)</td>
<td>“24.76”</td>
</tr>
<tr>
<td>Quality-related coefficients</td>
<td>{“Δ” : “0.9936”}, {“α1” : “0.0028”}, {“α2” : “0.0067”}</td>
</tr>
<tr>
<td>Data features</td>
<td>data, time, sequence number, sensor ID, temperature, humidity, light, voltage, deviation cost</td>
</tr>
</tbody>
</table>

7 Conclusion

We extend the ICN concept by modeling an ICN-based marketplace to enable quality-data discovery across heterogeneous cloud service domains (e.g., smart cities) and show that data broker profits can be maximized by embedding a WTP mechanism into an ICN and deploying such a quality-data discovery service on cloud computing resources to
acquire and refine big data. Furthermore, embedding a WTP mechanism into an ICN is shown to be a useful way of allowing data consumers to participate in the data market by indicating their willingness-to-pay and its dependence on data quality. Such a mechanism would be useful in customer-oriented data marketplaces.

The data broker’s monetary profit was analyzed as a function of service quality, which in turn depends on data quality, optimal costs, the broker’s optimal data budget, and the maximum nominal WTP of customers. The relationship between these factors is described by the proposed data broker utility function. As a result, a data broker can use knowledge of these quantities to identify the most profitable dataset to refine and offer for sale, and find the optimal service price that maximizes profit.

We are currently working to extend this approach to additional data types such as image and structure data across heterogeneous application domains for data trading, and to model quality for ML model trading because we expect that both data and ML models will be traded on future data marketplaces.
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